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Abstract: One of the most important factors that are affecting of quality of processes service in a distributed
system is the way of managing shared resources. At the same time, it is necessary to take into account that
each process (task) has a set of characteristics, the complex accounting of which makes it possible to
increase the efficiency of executing processes. Among the most important characteristics are the execution
time of the process and its significance for solving system-wide tasks. This article is devoted to the
development of a resource allocation algorithm based on a two-criteria process assessment. The priority and
order of tasks execution is determined based on the importance weights formed by the PROMETHEE I
multicriteria decision-making method. The paper describes the features of the application of this method to
solve the problem and design an algorithm for the resource’s allocation based on a two-cCriteria assessment
of processes. The algorithm provides for the possibility of interrupting the service of processes and forming
a queue based on the importance weights. To automate the resource planning process, a software product
has been developed that implements the stages of the algorithm. The calculations have shown that the
proposed algorithm improves the quality of management of distributed systems, making the resource
planning process more flexible and efficient. The approach described in the work is universal and can be
extended for the case of an arbitrary number of criteria for evaluating processes.
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Pa3paboTka ajropurMa pacnpeaejeHusi pecypcoB B
pacrpe/ejieHHBIX CHCTEMAaX HA OCHOBE JIBYyXKPUTEPUAIbHOI OlleHKH
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Pe3zrome: O,I[HI/IM U3 BaKHEHIIIMX (baKTOpOB, BIMAIOOINX Ha Ka4d€CTBO 06CJ'Iy>KI/IBaHI/I}I mpoueccoB B
pacnpeneneHHoﬁ CHUCTCMC, ABJISICTCA MCXAaHU3M YIIPABJIICHUSA 06IJ_II/IMI/I pecypcamu. HpI/I 9TOM H€06XO,Z[I/IMO
Y4eCTh, UYTO Ka)KI[BIﬁ aponecc (33,[[3‘13) 06na)1aeT Ha60p0M XapaKTCPUCTHK, KOMILICKCHBIN YUCT KOTOPBIX
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MO3BOJIACT MOBBICUTH dPHEKTUBHOCT 00paboTKH mponeccoB. Cpenu Hanboiee BaKHBIX XapaKTEPUCTUK
MOYKHO OTMETHTBH BpPEeMsl BHIIIOJHEHHUS MIPOIIEcca M €r0 3HAYMMOCTh JJISl PEHICHUs OOIECHCTEMHBIX 3a/1a4.
Hacrosimast crathst mocBsImIeHa pa3pabOTKe aJropuTMa paclpeleleHUss pecypcoB Ha OCHOBE
JBYXKPHTEPHATIBHONW OIEHKH IpoIeccoB. IIpHOpUTET M MOpSIOK BBINOJIHEHMS 3a7ad ONpeelsieTcss Ha
OCHOBE BECOB BAXKHOCTH, C(HOPMHPOBAHHBIX METOJOM TIPHHSATHS MHOTOKPUTEPHAIBHBIX pPEICHUH
PROMETHEE Il. B pa6ore ommcaHbl OCOOCHHOCTH IPUMEHCHHS MAaHHOTO METO[a I PELICHHUs
MOCTaBIIEHHOH 3agaun u  cQOpMUpOBaH ajNrOpUTM  paclpelelicHHs pecypcoB Ha  OCHOBE
JBYXKPUTEpUATLHONH OLIEHKH MpOLEcCOB. B anropurMe mnpeaycMOTpeHa BO3MOXKHOCTH IPEPHIBAHHS
o0CITy>KMBaHHs MPOLECCOB M (POPMUPOBaHHUS OYEepeld Ha OCHOBE BECOB BaKHOCTH. J{Jisi aBTOMaTH3aluu
npoliecca TUIAHUPOBAaHUSI PECypCOB pa3pabOTaH MPOrpaMMHBIA MPOAYKT, peaau3yIOMUK dTambl padoThl
anroput™a. [IpoBeneHHBIE pacyeThl MOKA3alM, YTO IMPEAJIOKEHHBIH alrOpUTM IO3BOJISIET IOBBICUTH
Ka4eCTBO YIPABJICHUS PACHPENCIICHHBIMI CHCTEMaMH, JeNasi MPOIecC IUIAHMPOBAHUS pPECcypcoB Oolee
rubkuM u dpdexkTuBHBIM. ONMUCaHHBIA B padoTe IMOAXOJ SBISIETCS YHHUBEPCATBHBIM H MOXET OBITh
pacIIMpeH I CiTydasi IPOU3BOJIBHOTO YUCIIa KPUTEPHEB OILIEHKH MTPOIIECCOB.

Knrouesvie cnosa: pacripefieICHHbIE CUCTEMBI, paclIpeelIeHUe PECYPCOB, MHOTOKPUTEPHUAIbHOE IIPUHATUE
pemenuit (MCDM), PROMETHEE II, BupTyansHas MamuHa

Jlna yumupoeanusn: bounapenxo 10.B., A3uz A.W. PazpaboTka anroputMa pacipe/eeHus: pecypcoB B
pacHpeieNIeHHbIX CHCTEMaX Ha OCHOBE ABYXKPUTEPHAIbHOI OLIEHKH IpoleccoB. Moodenuposanue,

onmumuzayus u ungopmayuonuvie mexnonozuu. 2021;9(3). Jocrynso no:
https://moitvivt.ru/ru/journal/pdf?id=1025 DOI: 10.26102/2310-6018/2021.34.3.016 (na anri1.)

Introduction

Recently, the use of high performant computing significantly increased. While the cost of
providing such kinds of systems is relatively high, therefore the only solution is to share these
resources and use them by multiple processes in parallel, which provides high-performance
processing with low cost and is particularly more efficient [1]. Modern distributed systems
environment is providing the resource sharing, furthermore according to the architecture of these
systems contains multi VMs or nodes each of them has its local CPUs and local memory, which
improve the capacity of the whole system.

The most important benefits of using distributed systems are giving the ability for the tasks
to access the systems resources, reliability, fault tolerance, scalability, and high-speed performance
[2] and this will lead to reducing the cost. In the distributed environment can execute multiple
processes by using different available VMs in the system. The clearest examples are Grids and
cloud computing, which can provide these services: in infrastructure (laaS) that represent
Infrastructure as a service (PaaS), that refer to the platform as service and software as a service
(SaaS). The principle of virtualization clearly used in (laaS) when the system is sharing the VMs.
So, the resource management is controlling the dataflow of jobs and allocate the required resource
for each task [3].

The resource allocation (RA) is massively dependent on the strategy that will control system
use, especially when a massive number of tasks wait in the Queue to be processed [4]. Therefore,
the problem of developing an effective strategy for resource allocation is an urgent task.

A fairly large number of works [4-5] were studied planning of resource allocation.
However, the authors of the works propose to use only one criterion as an optimality criterion.
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Such a criterion can be the cost of resources or maximization of the quality of service (QoS), the
issues of developing effective algorithms for scheduling resources, taking into account the
possibility of taking into account several criteria.

In this paper, the proposed algorithm will focus on the optimization of tasks scheduling by
using the attribute of these tasks as criteria. The algorithm tries to achieve the effective prediction
and the best method in this situation is to make the system automatically decide the task scheduling
according to two criteria for choosing the order of service by using the multi-criteria
decision-making (MCDM) [6]. In this case, many processes represent the alternatives that the
system must choose which of them will serve first and rearrange in the queue to be served by VMs
which represent the resources. According to the perspective of (MCDM), this method will give a
lot of flexibility to the system.

Materials and Methods

Resource allocation problem (RAP) is the main problem that needs an efficient strategy to
be solved in all shared systems. The main goal of scheduling problems is to determine the resources
for each process to be executed. Therefore, the efficiency of the scheduling strategy is about
minimizing the tasks execution time and achieve the best resource allocation that combines with
the QoS. In the distributed system, the resources are shared between tasks (CPU, memory capacity,
software, etc.), as showed in Figure 1.

Distributed The Queue
resources of processes

Connected by requesting

Network Resource management >
= lient 1
controller

Node

lient 2

Node <— lient 3

lient n

HEE

Figure 1 — The main structure for resource allocation in a distributed system
Pucynok 1 — OcHOBHAas CTpyKTypa pacipeaeieHus] peCypCcoB B PaclpeaesIeHHOH CHCTEME

The scheduling problem can simply have described by n+1 processes or tasks request
resources (m — number of VMs) from the system, as a result of a limitation of resources and there
is no shared clock [2], the tasks scheduling method has to minimize the gap between the request
time and the submission time, fault avoidance for example deadlock and considering the task
importunacy.
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According to the attribute of the distributed system, the proposed algorithm will depend on
the MCDM method to allocate resources, the most efficient and flexible ranking method is the
Preference Ranking Organization Method for Enrichment Evaluations (PROMETHEE 1) [7]. This
method can solve the decision-making (DM) problem for a finite set of alternatives, by using a
comparison pairwise to give the ranking depending on the values of each criterion. Therefore, in
the proposed algorithm we used this method to solve the (DM) problem for a massive finite number
of tasks that may request the resources of the distributed system.

In general, modelling of resource allocation problem in distributed systems must be
providing an environment that has the ability of resource sharing. This ability allows the requesting
process to use the hardware and software capacity of the whole system while executing at a high-
performance rate [7]. Furthermore, according to the concepts of dataflow in distributed systems,
the management of resources will increase the efficiency of the runtime, as well as the task-
scheduling mechanism is closed to the optimal resource allocation. Our proposed algorithm will
use mainly Multi-criteria decision-making (MCDM) to reach the optimal matrix of alternatives.
And this will lead to determining the priorities of each process execution. To model this problem,
we assume that a collection of the process (denoted by P) that required resources and waiting in
the Queue.

Assuming that we have this set of n+1 (n >0) number of the process, which is asking for a
resource to use in the distributed system that consists of several (VMs). Let P refer to the set of
processes:

P={Py,PsssPn}-

Every VM in the system has its own capacity. On the other hand, the processors have their
own attributes. The main idea is to allocate and assign the right resource that satisfied all the
processes in the system.

To achieve this goal, the proposed algorithm taking consideration and analyzed all attributes
of the process itself.

In this model taking the two of most important characters of the process that affect the
system one is the execution time which is denoted by t, (i=0,...,n) and the second will be the
priority of the process. Which is considered here as arrival time to the waiting queue or the start
requesting time for the resource or even the assignment of importance of processes that could be
assigned by user or system itself, in this way give the priority to the job that requests early and this,
in turn, leads to decrease the waiting time for all process which improves the level of system
performance, will denote as ar, (i=0,...,n).

We assume that we have a distributed system consist of many VVMs that contain resources,
and an array of the processes that request to be served by the available resources, as well as these
resources are limited, must give a priority for one process before another. By using the MCDM,
the technique will allocate the resources for the process.

First, when the process p; is just requesting the resource j in the amount of B;. In this

case we will have a matrix of the process which is representing the alternatives:
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In our approach, depending on the criteria of processes itself rather than the VMs capacity
and this is while costarring the main condition of resource allocation is achieved:

Rz A A=A =T -1,
Where A, is the amount of available resource j in VMs pool for p;; T, is the total of

J
capacity of resource j in VMs; L; is the amount of resource j that is already located and not free in

the time of requesting.

The proposed algorithm will apply the MCDM by using PROMETHEE Il. and it will
mainly in this example use only two criteria for decision-making is the execution time of the
process (t;) and the order of requesting order or time of requesting (ar,) which we suppose to give

these attributes equal priority, so this method is very effective by providing the optimal allocation
in a short time. The second stage of the new approach is to check if the system in the save status
from deadlock if the exaction of the job will cause a deadlock, then this process will wait in Queue.
Then when the system is getting free resources will serve processes that waiting in the Queue.

In the algorithm, we applied the steps of the PROMETHEE Il method to the recourse
allocation in distributed systems to get a new efficient algorithm. We assumed that there is a request
from many processes for VMs as the following (Table 1).

Table 1 — The processes that request resources
Tabmuma 1 — IIporecckl, 3ampammBaromniie pecypesl

Process request Execution time (ms.) \ Request priority
pO to a.ro
P, t ar,
P, t, ar,
Pn tn ar,

First, we will use these two steps of the PROMETHEE Il method.

Stepl: make all alternatives as a normalized matrix according to direct (Execution time)
and indirect criteria (Request priority). The execution time is indirect, normally the system wants
to serve the shortest job first, and the process that requests first will be served to improve the QoS
of the whole system.

Now we apply the normalization of criteria [8]:
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e for direct criteria normalization as:

o X(6) 1

" max(t)-min(t,) ;

0<s<n 0<s<n

e for the indirect criteria normalization as:

ar, —min(ar, )
ar.inorm — 0<s<n - .
max (ar, ) - min (ar, )

Step 2: find the evolution by calculating the difference with respect to all alternatives, then
finding the preference function for the process [8].
In the flowing step for each pair (p;,p;) finding the d, and d,:

. dl( D, pj)ztinorm o
. dz(pi,pj):ari""””—arj”°r”‘, Vi, j=0,1,...,n.

For all criteria (direct and indirect) get preference function:
* Ql(pi,pj)zfl(dl(pi,pj));

e Q(p.p)="F(d(p.p;)) Vi, i=01.n,

where Q,(p;.p;).Q, (. p;)<[0,1].
The algorithm applying identification six types of particular preference functions [9].
Average of them:

0,if d <0,
D f(d):{1 if d>0

0,if d <b,
2 f(d):{l if d>b

0,if d <0,
3) f(d)=<d/b,if 0<d <b,
1,if d >b.
The final step is to get the order of process that will be served from the VMs by

calculating the outranking of the positive and negative values:

RPN .
o (p)=2 2 7(ppy),

n

(p(pi)=%2ﬂ(pj,pi),

j=0
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where 7(p.,p;)=a-Q(p.p;)+(1-)-Q,(p.p;), a — the coefficient of the importance of

direct criteria. The coefficient ¢ (0 <« <1) get by an expert.
Then find the final ranking of processes as:

$=0"(p)-¢ (p), i=01,..n.
According to this decision-making method that depending on values of weight (¢, ) the

resource will be allocated and determined which process is suitable for serving in that time to get
a higher rate of QoS in distributed systems. To perform this solving, we proposed the following
steps of the algorithm of resource allocation based on two-criterial process assessment.

Algorithm of resource allocation based on two-criterial process assessment

Step1l.:
Set n — a number of tasks;

m — a number of resources;
P — a matrix of requesting resources (1);
T= (Tl,...,Tm) —a vector of maximum available resources;

L=(L,,...L,) — avector of reserved resources (in the initial time of requesting);
A=(A,...A,) —avector of available resources.

Step 2:
Let g, —anindex of process p, in waiting Queue; q=0 —a length of waiting Queue;
Begin

Step 3:
Apply the MCMD method PROMETHEE Il. Get the weight vector for alternatives

D=(@yrery)-

Step 4:
Rearrange the process in non-increasing ranking that we get from method PROMETHEE

I
pk0 ’ pkl JEEEY) pknl where: wko E(Dkl = 2¢k .

n

Step5: For h=0 ton
Begin
check p, for deadlock free by using the Wait for Graph method or any detection method
[10];
if not deadlock then allocate resources for p,
else assign p, to the waiting Queue, q:=q+1;, g, :=0;

End For
Step 6: until no new requesting in the system
than End.
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Results and discussion

We consider for each process there are two criteria the time of execution and the order of
requesting in the queuing system (requesting time). The proposed algorithm will base on these two
criteria to find the ranking for each process from the comparing pairwise matrix, which results from
the values of these two criteria by using the MCDM technique. So, by using a special program
(visual PROMETHEE) to simulate the allocation problem in a numerical example (Figure 2 and
Figure 3).

1 PROMETHEE Flow Table — O X
Rank action Phi Phi+ Phi-
i

1 |po | 1,0000 1,0000 0,0000

2 P2 i) 0,2500 0,6250 0,3750

3 P3 ] 0,0000 0,5000 0,5000

4 P1 1] -0,2500 0,3750 0,6250

5 P4 [ -1,0000 0,0000 1,0000

Figure 2 — The decision of ordering the tasks to execute after applying the method PROMETHEE II
PucyHok 2 — Peiienue o nopsiike BBITIOJIHEHUS 331a4 mociie npumeHenus metoga PROMETHEE I

=1 PROMETHEE Rankings — O >
1.0000 F1.O PO
0.2500 P2
0.0000 60 P3
<0.2500 Pl
~1.0000 -0 P4

PROMETHEE I Partial Ranking ) PROMETHEE 11 Complete R.g‘b:"-gj‘f |

Figure 3 — The general look of the processes ranking after normalized the alternatives matrix and get the
final order with weights
PI/IcyHOK 3- O6H_[I/Iﬁ BUJ paHXXUPOBAaHUSA TPOLCCCOB NOCJIC HOpMAJIM3alIu MATPHUIIbI AJIbTCPHATHUB U
MOJIy4YCHHUS OKOHYATCIIbHOIO IMOopdaKa ¢ BECaMn
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By applying the numerical example to the program which calculates the processes weight
W according to the PROMITHEEII equations we get the weight table (Table 2).

Table 2 — The weight of each process that will determine which processes will be allocated first
Tabmma 2 — Bec kaxmoro mporiecca, OnpeaesIsiomni TOPSI0K 09epeTHOCTH

Processes Execution time(ms)
P 1.00
P, -0.25
D, 0.25
P, 0.00
D, -1.00

According to this weight, the order for processes will be:
Pos P2s Py Prs Py
Now by comparing the results of the proposed algorithm that we get from the simulation
program with the traditional method like First Come First Serve (FCFS) as in the following
example (Table 3).

Table 3 — Processes that request for resources, there are two criteria in consideration for each process
Tabmnuia 3 — 3HaYCHUS XapaKTEPUCTHUK TPOIIECCOB

Processes request Execution time(ms) Request priority
D, 160 500
D, 300 200
P, 250 300
D, 400 400
D, 700 100

Firstly, we solved the allocation problem by using the (FCFS) method. This method is
allocating the resources for the processes depending on the priority of requesting. In this example,
the order of processes according to this method will be as the following: p,, p;, P, Ps: P, -

The values of the two criteria for this order of processes are shown in Figure 4.

Then the same processes were allocated by using the proposed algorithm that used
PROMETHEE II, we note that as a result of using (MCDM) which depends on all criteria in the
system the order of processes is different from the first method.

The values of all criteria obtained as a result of applying the proposed algorithm of resource
allocation are shown in Figure 5.

As well, for each process, there are two criteria therefore to get the optimal allocation must
take into consideration two criteria, so the process algorithm finds the best balance between them,
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in additional the proposed algorithm reduces the waiting time of each process by trying to execute
the short time process first from the queue with consideration of other criteria.

800
700
600
500
400
300
200
100

0

PO P1 P2 P3 P4

—e—Direct criteria —e—|ndirect criteria

Figure 4 — The result of the FCFS method that is showing the unbalancing between the two criteria in
allocation decisions for resources
Pucynok 4 — Pesynbrar merona FCFS, nemoHcTpupytomumii HecOaaaHCHPOBAHHOCTh MEKIY IBYMsI
KPUTEPUSIMU IIPU MPUHSATUHU PELIECHUN O BBIICICHUH PECYPCOB

800
700
600
500
400
300
200
100

PO P2 P3 P1 P4

=e—=Direct criteria =e=|ndirect criteria

Figure 5 — The result of the proposed algorithm that is showing the balancing between the two
criteria in allocation decisions for resources
Pucynok 5 — Pe3ynbTaT mpejiosKeHHOTo alnroputMa, AeMOHCTPUPYIOMINH OanaHc MeXIy ABYMS
KpUTCPpUAMU IIPU ITPUHATHUN pemeHHﬁ O BBICJICHUU PECYPCOB

So, the result of these tasks is to allocate resources comparing this method and any other
method for example (FCFS) will see this method is more efficient topically depend on more than
one criterion. Furthermore, finding balancing between importunacy of criteria. And the algorithm
is more effective in the case of many processes.
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Conclusion

The proposed algorithm finds the system balancing, while the resources are already

provided in a distributed system by solving the (RAP). Simultaneously keep the system in higher-
performance and (QoS) by using a new strategy, which corresponding to the criteria of tasks and
performed the MCDM technique, so the result was efferent resource allocation between tasks and
the algorithm give the system flexibility when using PROMETHEE Il to change the scenarios of
allocation by giving some tasks priority more than other by entering effective criteria that
determined manually which is the future work we recommend and extend the system to take criteria
of resources and tasks and combined it to achieve most efficient resource allocation.
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